
On Random Vectors
A random vector ~Y = (Y1, . . . , Yn)′ is said to have a multivariate normal distribution, iff
every linear combination of its components Y = a1Y1 + · · · + akYk is normally distributed. That is,
for any constant vector ~a ∈ Rn, the random variable Y = ~a′~Y has a univariate normal distribution.

Let ~Y be a random vector with mean E(~Y ) = ~µ and covariance matrix Cov(~Y ) = C.

With ~Y ′ = (Y1, Y2, . . . , Yn), µ′ = (µ1, µ2, . . . , µn), and C = (cij)1≤i,j≤n.

Then

• E(Yi) = µi, 1 ≤ i ≤ n

• V ar(Yi) = E(Yi − µi)
2 = cii, 1 ≤ i ≤ n

• Cov(Yi, Yj) = E(Yi − µi)(Yj − µj) = cij, 1 ≤ i, j ≤ n

If Yi and Yj are independent then Cov(Yi, Yj) = 0 (for multivariate normal vectors the reverse is true
as well).

Let A ∈ Rm×n , then

• E(A~Y ) = A E(~Y ) = A~µ

• Cov(A~Y ) = ACov(~Y )A′

• A ∈ Rn×n E(~Y ′A~Y ) = tr(ACov(~Y )) + E(~Y )′AE(~Y )

Let ~h,~l ∈ Rn, then Cov(~l ′~Y ,~h ′~Y ) = l ′Cov(Y )~h
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